Citations alone were enough to predict favorable conclusions in reviews of neuraminidase inhibitors

Xujuan Zhou\textsuperscript{a}, Ying Wang\textsuperscript{a}, Guy Tsafnata\textsuperscript{a}, Enrico Coiera\textsuperscript{a}, Florence T. Bourgeois\textsuperscript{b,c,d}, Adam G. Dunn\textsuperscript{a,*}

\textsuperscript{a}Centre for Health Informatics, Australian Institute of Health Innovation, The University of New South Wales, Sydney, NSW 2052, Australia
\textsuperscript{b}Division of Emergency Medicine, Boston Children’s Hospital, Boston, MA, USA
\textsuperscript{c}Department of Pediatrics, Harvard Medical School, Boston, MA, USA
\textsuperscript{d}Children’s Hospital Informatics Program, Boston Children’s Hospital, Boston, MA, USA

Accepted 12 September 2014; Published online 22 October 2014

Abstract

Objectives: To examine the use of supervised machine learning to identify biases in evidence selection and determine if citation information can predict favorable conclusions in reviews about neuraminidase inhibitors.

Study Design and Setting: Reviews of neuraminidase inhibitors published during January 2005 to May 2013 were identified by searching PubMed. In a blinded evaluation, the reviews were classified as favorable if investigators agreed that they supported the use of neuraminidase inhibitors for prophylaxis or treatment of influenza. Reference lists were used to identify all unique citations to primary articles. Three classification methods were tested for their ability to predict favorable conclusions using only citation information.

Results: Citations to 4,574 articles were identified in 152 reviews of neuraminidase inhibitors, and 93 (61\%) of these reviews were graded as favorable. Primary articles describing drug resistance were among the citations that were underrepresented in favorable reviews. The most accurate classifier predicted favorable conclusions with 96.2\% accuracy, using citations to only 24 of 4,574 articles.

Conclusion: Favorable conclusions in reviews about neuraminidase inhibitors can be predicted using only information about the articles they cite. The approach highlights how evidence exclusion shapes conclusions in reviews and provides a method to evaluate citation practices in a corpus of reviews. © 2015 Elsevier Inc. All rights reserved.
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1. Introduction

Variation in the inclusion of evidence can lead to flawed or unreliable conclusions in reviews and other peer-reviewed articles [1,2]. The resulting disagreement across reviews or guidelines may erode trust in evidence-based medicine and reduce the quality of clinical decision making. There has been considerable disagreement, for example, across reviews about the clinical use of neuraminidase inhibitors for the prophylaxis and treatment of influenza: some reviewers strongly recommend the use of these drugs [3–5], whereas others conclude that they provide only modest benefit and question the ability to draw any meaningful conclusions from the limited available evidence [6,7].

For oseltamivir, the most commonly prescribed neuraminidase inhibitor, the evidence supporting its use has been mired in controversy [8]. Certain data used to support claims made by the company producing the drug were not released to the public [8], and concerns have been raised about the conflicts of interest held by members of the World Health Organization advisory panel that recommended stockpiling the drug in case of a pandemic [9].

Differences in the way evidence is selected for inclusion in literature reviews that could affect the conclusions are described as reference or inclusion bias [2,10]. These biases come in many forms, including the preferential inclusion of studies with positive outcomes and statistically significant results [11–13], from high-impact journals or authors with financial conflicts of interest [14–17], or disproportionate levels of self-citation [18,19]. Citation network analyses have been used to examine the incidence and potential
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What is new?

- It is possible to accurately predict favorable conclusions in reviews about neuraminidase inhibitors using only information about what is included in their reference lists.
- Citation network analyses have been used to identify biases in reviews by comparing the selection of evidence across a corpus of reviews, but little is known about the effects of citation biases on review conclusions and recommendations.
- Machine learning classification methods applied across a corpus of reviews may be used to identify primary studies that are overrepresented or underrepresented in reviews with favorable conclusions.
- Extensions to the approach presented here may provide new methods for automatically evaluating the entire evidence base of interventions for which systemic citation bias is suspected.

implications of differences in evidence selection [1,20–24]. However, little is known about how the biases in evidence selection may affect the conclusions of reviews.

Supervised machine learning has been used to examine analogous problems. A Bayesian classifier was found to be capable of predicting conclusions that individual decision makers reached, based solely on the articles to which they were exposed [25]. Another example using four types of classifiers showed that machine learning could predict which articles should be screened for inclusion in systematic reviews [26].

We sought to measure the association between the primary articles cited in reviews of neuraminidase inhibitors and the likelihood of a conclusion favoring the use of the drugs for influenza, evaluating classifiers trained to predict conclusions based only on the reference lists of the reviews. The classifiers were used to identify the citations that best distinguish favorable reviews from all others, revealing how the inclusion of specific primary evidence may have influenced conclusions.

2. Methods

2.1. Study data

Reviews were identified in PubMed by searching all English-language articles published since January 2005 for keywords “influenza” and at least one of “neuraminidase inhibitors,” “oseltamivir,” “zanamivir,” “peramivir,” or “laninamivir,” or their synonyms, in the title, abstract, or keywords and then restricting the set to include only articles for which the publication type was a review. The final search was performed in May 2013 and identified 211 articles. Because there were no further restrictions on the form of the reviews, the set included narrative reviews that did not include explicit search criteria or the reporting of reasons for excluding some published articles. Of the 211 that were identified, 59 were excluded by consensus (Diana Arachi, Joel Hudgins, and F.T.B.) because they did not review the clinical use of neuraminidase inhibitors (these included reviews of drug development, manufacture, or drugs from other classes), producing a set of 152 reviews about the clinical use of neuraminidase inhibitors for influenza.

Two reviewers independently examined the full text of each review (blinded to the authors and affiliations, citations, journal and formatting, acknowledgments, and conflicts of interest) and rated each review as favorable, unfavorable, or neutral to the use of neuraminidase inhibitors for the prophylaxis or treatment of influenza. The two reviewers were guided by answering questions about the presentation of evidence in relation to efficacy, safety, and resistance and the presence of recommendations for clinical use. When the two evaluators independently agreed that a review was favorable, the review was classified as favorable—all other reviews were assigned to the alternative group. Among the 152 reviews, 93 (61%) were deemed to be favorable and 59 (39%) were assigned to the alternate group.

All primary articles cited by the reviews were retrieved and verified manually. Publication dates were also recorded for each article. There were 4,574 unique articles cited in the reviews. The total number of citations from the set of reviews to these articles was 10,086; 3,112 were cited once, 582 were cited twice, and 880 were cited three times or more. The most commonly cited article was cited 46 times—in 30% of the reviews (Fig. 1). Before applying machine learning to train and test classifiers, we examined the distribution of citations to identify which primary articles were overrepresented or underrepresented among favorable reviews. To do this, while accounting for publication dates,

Fig. 1. The distribution of citations to each of 4,574 unique articles from the 152 reviews on the clinical use of neuraminidase inhibitors.
we calculated the proportional occurrence of articles across the two classes. The number of reviews that cited each article was calculated as a proportion of the number of reviews published after the publication date of the article. These proportions were calculated for favorable and other reviews separately and then compared in Fisher’s exact tests (without applying a correction for multiple testing to determine significance).

2.2. Classifier training and feature selection

Supervised machine learning was used to train classifiers that could distinguish between two classes: reviews with favorable conclusions and all other reviews. The data set used to train the classification algorithms was limited to the presence or absence of a citation to each of the 4,574 unique articles cited by at least one of the reviews.

Even when addressing the same clinical question, reviews tend to cite a high proportion of articles not cited by any other review, resulting in a very sparse feature space where many features are uninformative, and unlikely to help distinguish between the two classes. As an initial step in removing features likely to be uninformative, we restricted the feature space on which the classifiers were trained. This produced three feature spaces: (1) the set of all 4,574 cited articles as features; (2) the 1,462 articles that were cited at least twice; and (3) the 880 articles that were cited at least three times.

Three types of classifier construction methods were tested, and their performances compared to find the most accurate model for the task. The methods that were chosen were (1) nonlinear support vector machines (SVMs) with radial basis function (RBF) kernels [27,28], (2) naïve Bayes classifiers [29–31], and (3) the k nearest neighbor (KNN) algorithm [32]. For each of the three classifier construction methods, the optimize selection strategy (a combination of forward selection and backward elimination) [33,34] was used in training to identify the sets of features that together best distinguished between favorable reviews and all others (Fig. 2).

2.3. Validation and performance evaluation

The comparative performances of the classifiers were evaluated using the typical metrics for data classification: [1] accuracy: the percentage of reviews classified correctly into a given category in relation to the total number of reviews tested; [2] precision: the percentage of true positives detected in relation to total number of reviews classified for a category; [3] recall: the percentage of true positives detected in relation to the actual number of reviews in the category; and [4] F1 measure: the harmonic mean of precision and recall.

A stratified 10-fold cross-validation was applied to evaluate how well the classifiers could predict the conclusions of unseen reviews. The performances of the classifiers are then given as the average value of the metrics on the testing subset across each of the 10 runs. RapidMiner was used to train and validate the classifiers [35].

3. Results

3.1. Citation distributions

Twelve articles were found to be relatively overrepresented in the citations of favorable reviews, and 19 articles were found to be relatively underrepresented in the citations of favorable reviews (Fig. 3). These articles were cited between 4 and 29 times across both classes and had publication dates between 1983 and 2011. Further details of these articles and their proportional citations in the set of reviews are provided in the Appendix at www.jclinepi.com.

3.2. Classifier construction and testing

The SVM method produced the most accurate classifier, achieving 96.2% accuracy (0.96 precision, 0.98 recall, and 0.97 F1) starting from feature space 2, the set of articles with at least two citations (Table 1). The feature selection method eliminated the vast majority of the 1,462 features, identifying a set of 24 articles, and increased the accuracy by 25.7% from 70.5% (Table 2). The best performance was achieved with kernel parameters $Y = 0.1, 0.01,$ and $1.0$ for input feature spaces 1, 2, and 3, respectively (Table 1).

The best performing naïve Bayes classifier achieved 95.5% accuracy (F1 = 0.97), also starting from feature space 2 (Table 1). The feature selection method improved the accuracy by 31.8% from 63.7%, producing a set of 21 features (Table 2).

For the KNN classifier, the performance was primarily determined by the choice of $k$ and the distance metric applied [36]. The most accurate KNN classifiers were achieved for feature space 1 using $k = 1$, for feature space 2 using $k = 3$, and for feature space 3 using parameter $k = 5$ (Table 1). Feature selection reduced the features to 21, 20, and 17 and increased the accuracy from 60.5% to 92.1%, 63.3% to 89.6%, and 63.2% to 87.6% (Table 2).

3.3. Selected features

The two best performing classifiers selected 24 and 21 features, and the two had 10 articles in common. A closer examination of the articles that were part of the overlap between the two best performing classifiers suggests why these articles were particular to unfavorable and neutral reviews. For example, among the overlapping group, Nguyen et al. [37] reported a case of a child who died after testing positive for an H1N1 strain resistant to treatment by oseltamivir and zanamivir. (The article was cited in 32% of the unfavorable and neutral reviews that could have cited it and 0% of favorable reviews.) Another study by Burch et al. [38] concluded that there were no clinically
significant economic benefits of oseltamivir and zanamivir use in healthy adults and uncertainty in the evidence for at-risk groups. (The article was cited in 6% of unfavorable and neutral reviews that could have cited it and 0% of favorable reviews.)

Alternatively, Adisasmito et al. [39], Kiso et al. [40], or Tumpey et al. [41] signaled a favorable conclusion in the reviews that cited them. In 2010, Adisasmito et al. [39] reported that oseltamivir significantly reduces mortality in patients with H5N1. Also in 2010, Kiso et al. [40] reported that laninamivir would be “highly effective for the treatment and prophylaxis of infection with H5N1 influenza viruses, including oseltamivir-resistant mutants.” In 2002, Tumpey et al. [41] suggested that oseltamivir and zanamivir would be effective against reemergent strains of the virus that caused a pandemic in 1918. None of these three studies reported the results of a randomized controlled trial, and all studies included disclosures of funding from the pharmaceutical companies manufacturing neuraminidase inhibitors.
4. Discussion

We developed classifiers that were able to predict favorable conclusions among reviews of neuraminidase inhibitors. The most accurate classifier was able to correctly predict 96.2% of review conclusions, using only information about the articles that were cited. The results of these experiments suggest that the differences in the reference lists of reviews about neuraminidase inhibitors are consistent enough to accurately distinguish between favorable reviews and all others.

Previous work examining the consequences of discrepancies in evidence selection has focused on specific cases where research consensus appeared to have been affected by the amplification or avoidance of specific evidence [1] or otherwise examined the structure of citation networks to consider the flow, or lack of flow, in the translation
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**Table 1.** The classification results for different classifiers predicting the conclusions of reviews

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Precision</th>
<th>Recall</th>
<th>F₁</th>
<th>Accuracy (%) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Including all citations</td>
<td>0.93</td>
<td>0.99</td>
<td>0.96</td>
<td>94.2 (90.5, 97.9)</td>
</tr>
<tr>
<td>Articles cited more than once</td>
<td>0.95</td>
<td>0.99</td>
<td>0.97</td>
<td>95.5 (92.2, 98.8)</td>
</tr>
<tr>
<td>Articles cited more than twice</td>
<td>0.90</td>
<td>0.99</td>
<td>0.94</td>
<td>91.6 (87.2, 96.0)</td>
</tr>
<tr>
<td>KNN (k = 1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Including all citations</td>
<td>0.95</td>
<td>0.97</td>
<td>0.96</td>
<td>92.1 (87.8, 96.4)</td>
</tr>
<tr>
<td>Articles cited more than once</td>
<td>0.81</td>
<td>0.89</td>
<td>0.85</td>
<td>78.9 (72.4, 85.4)</td>
</tr>
<tr>
<td>Articles cited more than twice</td>
<td>0.81</td>
<td>0.95</td>
<td>0.87</td>
<td>82.4 (76.3, 88.5)</td>
</tr>
<tr>
<td>KNN (k = 3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Including all citations</td>
<td>0.92</td>
<td>0.96</td>
<td>0.94</td>
<td>91.7 (87.3, 96.1)</td>
</tr>
<tr>
<td>Articles cited more than once</td>
<td>0.87</td>
<td>0.98</td>
<td>0.92</td>
<td>89.6 (84.7, 94.5)</td>
</tr>
<tr>
<td>Articles cited more than twice</td>
<td>0.89</td>
<td>0.91</td>
<td>0.90</td>
<td>87.5 (82.2, 92.8)</td>
</tr>
<tr>
<td>KNN (k = 5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Including all citations</td>
<td>0.92</td>
<td>0.95</td>
<td>0.92</td>
<td>89.0 (84.0, 94.0)</td>
</tr>
<tr>
<td>Articles cited more than once</td>
<td>0.82</td>
<td>0.98</td>
<td>0.89</td>
<td>84.4 (78.6, 90.2)</td>
</tr>
<tr>
<td>Articles cited more than twice</td>
<td>0.87</td>
<td>0.95</td>
<td>0.91</td>
<td>87.6 (82.4, 92.8)</td>
</tr>
<tr>
<td>SVM RBF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Including all citations (γ = 0.1)</td>
<td>0.97</td>
<td>0.96</td>
<td>0.96</td>
<td>95.5 (92.2, 98.8)</td>
</tr>
<tr>
<td>Articles cited more than once (γ = 0.01)</td>
<td>0.96</td>
<td>0.98</td>
<td>0.97</td>
<td>96.2 (93.2, 99.2)</td>
</tr>
<tr>
<td>Articles cited more than twice (γ = 1.0)</td>
<td>0.94</td>
<td>0.95</td>
<td>0.75</td>
<td>93.0 (88.9, 97.1)</td>
</tr>
</tbody>
</table>

**Abbreviations:** CI, confidence interval; KNN, k nearest neighbor; SVM, support vector machine; RBF, radial basis function.

Fig. 3. Articles that were underrepresented (top) or overrepresented (bottom) in the citations of favorable reviews (P < 0.05 in a Fisher’s exact test) are illustrated as the number of citations as a proportion of reviews published after the publication date of the article. The articles are ranked by P-value from those most underrepresented at the top to those most overrepresented at the bottom.
and synthesis of clinical evidence [21,22]. Our work extends these findings by examining the relationship between evidence selection and conclusions in a large corpus, including 10,086 citations to 4,574 unique articles in 152 reviews.

There have been a number of concerns around the available scientific evidence supporting the clinical use of neuraminidase inhibitors. In particular, there appear to have been delays in the release of clinical trial results around the efficacy and safety of oseltamivir [42], difficulties in accessing unpublished clinical trial data [43,44], and biases in the synthesis of evidence in systematic reviews on neuraminidase inhibitors [45]. Most reviews we identified were favorable to the use of neuraminidase inhibitors in clinical practice. Among the reviews graded as favorable, citations to primary studies describing the emergence of drug resistance were systematically underrepresented relative to reviews that were graded as neutral or unfavorable.

The value of this approach is not only in the ability to predict the conclusions of an unseen review based on what is in the reference list; it suggests a new way to examine how differences in the selection of evidence across a body of literature might contribute to the risk of a flawed research consensus. Once classifiers are trained using the appropriate corpus, it may be possible to apply this technique to evaluate unseen reviews individually, either at the point of submission or in postpublication review. As a tool for evidence surveillance, this method may be extended to automatically identify interventions for which the systematic underrepresentation of groups of primary studies indicates a risk in the quality of evidence synthesis.

Current limitations in the method include the number of manual steps in the process, as both the verification of citations and the evaluation of conclusions required substantial human input. However, there are attempts to improve automated and open access to citation information online [46]. An extension of this work in unsupervised machine learning (such as clustering) may also reduce the need for human input in the grading of reviews and further improve automation for the purpose of evidence surveillance. A second limitation is that we tested the predictive abilities of the classifiers using testing sets comprising reviews from within the same period in which the classifiers were trained. Substantial changes in the primary literature may degrade the performance of the classifiers on new reviews. A third limitation of the work is that we did not formally analyze the content of the selected features relative to other features that might have been chosen. Therefore, although they were useful for predicting favorable conclusions in unseen reviews, any interpretation of the content could be considered post hoc speculation. Finally, the results do not reveal a deliberate bias in the selection of evidence, just an association between what was cited in the reviews and the direction of the conclusions. Reviewers’ predispositions for or against a favorable conclusion may have affected their selection of evidence, but an alternative explanation might be that the heterogeneity of the clinical questions and review designs may have affected the conclusions drawn. Because many of the narrative reviews did not report inclusion and exclusion criteria, we were precluded from examining how heterogeneity in the populations, interventions, and outcomes may have explained the differences in evidence selection.

5. Conclusion

The results of these experiments demonstrate that for reviews about the clinical use of neuraminidase inhibitors, the reference lists of the reviews are strong predictors of the conclusions. For reviews about neuraminidase inhibitors, there is cause for concern about the high proportion of favorable reviews and the associated exclusion of primary evidence that does not support the use of the drugs in clinical practice. The approach described here may be of value to authors and editors seeking to identify combinations of primary articles that are routinely excluded or amplified among groups of reviews.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy without FS (%) (95% CI)</th>
<th>Accuracy with FS (%) (95% CI)</th>
<th>Difference (%)</th>
<th>No. of selected features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Including all citations</td>
<td>65.0 (57.4, 72.6)</td>
<td>94.2 (90.5, 97.9)</td>
<td>29.2</td>
<td>21</td>
</tr>
<tr>
<td>Articles cited more than once</td>
<td>63.7 (56.1, 71.3)</td>
<td>95.5 (92.2, 98.8)</td>
<td>31.8</td>
<td>21</td>
</tr>
<tr>
<td>Articles cited more than twice</td>
<td>63.1 (55.4, 70.8)</td>
<td>91.6 (87.2, 96.0)</td>
<td>28.5</td>
<td>24</td>
</tr>
<tr>
<td>KNN</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Including all citations (k = 1)</td>
<td>60.5 (52.7, 68.3)</td>
<td>92.1 (87.8, 96.4)</td>
<td>31.6</td>
<td>21</td>
</tr>
<tr>
<td>Articles cited more than once (k = 3)</td>
<td>63.3 (55.6, 71.0)</td>
<td>89.6 (84.7, 94.5)</td>
<td>26.3</td>
<td>20</td>
</tr>
<tr>
<td>Articles cited more than twice (k = 5)</td>
<td>63.2 (55.0, 70.9)</td>
<td>87.6 (82.4, 92.8)</td>
<td>24.4</td>
<td>17</td>
</tr>
<tr>
<td>SVM RBF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Including all citations (γ = 0.1)</td>
<td>69.1 (61.7, 76.5)</td>
<td>95.5 (92.2, 98.8)</td>
<td>26.4</td>
<td>22</td>
</tr>
<tr>
<td>Articles cited more than once (γ = 0.01)</td>
<td>70.5 (63.2, 77.8)</td>
<td>96.2 (93.2, 99.2)</td>
<td>25.7</td>
<td>24</td>
</tr>
<tr>
<td>Articles cited more than twice (γ = 1.0)</td>
<td>67.3 (59.8, 74.8)</td>
<td>93.0 (88.9, 97.1)</td>
<td>25.7</td>
<td>21</td>
</tr>
</tbody>
</table>

Abbreviations: FS, feature selection; CI, confidence interval; KNN, k nearest neighbor; SVM, support vector machine; RBF, radial basis function.
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